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scenes from a short animated movie. Fig. 10 
shows those eight scenes. 
 

  
 

  
 

  
 

  
Fig. 10. Eight scenes taken from a short 

animated movie. 
 
For the purposes of publication then in this 
article will only show the results from one of 
the eight scenes, which is the second scene (b). 
Table 1 shows the required parameters for this 
research and its values from scene b. The 
selection of scene b as an example is because 
there are two actors in one frame in scene b. 

Table 1: List of the required parameters of 
scene b. 

Component Scene number 
2 

Models: 
 Position {(-4.5, 0.0299, 0.51), 

(-1.32, 0.24, 1.48)} 
 Rotation {(0, 50.146, 0), (0, -

107.363, 0)} 
 Scale {(1, 1, 1), (1.392618, 

1.392618, 

1.392618)} 
Cameras: 

Position {(-1.33, 1.99, 7.89)} 
Rotation {(3.071, -153.95, 

4.622)} 
Lights: 

Type {2} 
Position {(-4.92, 4.9, 1.19)} 
Rotation {(4.095, -276.916, -

106.076)} 
Color {FFF4D6FF} 
Intensity {0.76} 

Storyboard: 
Situation 50 
Point of view 40 
Current intensity 60 
Camera angle 45 
Character emotion {160, 180} 

 
The set members of the type of light source are 
{spot light, directional light, point light} 
represented by numbers {1, 2, 3}. As for the 
emotional value of characters added with 100, 
200, and 300 respectively to represent the level 
of happiness, anger, and bravery. 
The values of these parameters are used as 
inputs for the fuzzy logic structure (Fig. 5) 
which will then produce two outputs i.e. the 
areas that need more illuminated and the 
required intensity at each area as shown in 
Table 2. 

Table 2: The areas that need more 
illuminated. 

Area Scene number 
2 

Position {(-1.801, 2.238, 1.452), (-
1.654, 1.52, 1.452), (-4.185, 
1.649, 0.665), (-4.175, 0.778, 
0.798), (-2.21, 2.23, -0.05)} 

Radius {44, 24, 51, 29, 62} 
Intensity {7.49, 3.36, 6.03, 6.92, 6.35} 

 
As discussed earlier, all the additional light 
source placement points which behind the 
most inner object will be eliminated in order to 
speed up the calculation process, then 
according to Table 2 it can be seen that all the 
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placement points with the z-axis less than -0.05 
will ignored. 
After performing the process of calculating the 
light intensity from the remaining points to the 
center of the area that needs to be illuminated, 
all the insignificant points will be removed. If 
the number of significant points more than 
three, then only the first three points will be 
used in the next process. 
After the merging process of the remaining 
significant points, obtained the values of the 
required parameters as shown in Table 3. 

Table 3: Array of the output parameters. 

Parameter Scene number 
2 

Position {(-1.0, 2.0, 3.0), (-1.5, 1.0, 
3.0), (-1.5, 2.0, 1.5), (-4.0, 1.5, 
2.5), (-4.0, 1.0, 2.5)} 

Rotation {(-8.783, -149.751, 270.049), 
(-1.916, -181.41, 265.932), 
(20.221, -186.488, 270.249), (-
2.31, -166.547, 268.469), 
(6.522, -166.791, 268.469)} 

Range {1.384201, 1.233429, 2.38, 
2.005213, 1.944945} 

Spot angle {72.86862, 69.65274, 
81.34563, 56.84331, 
58.22083} 

Intensity {5.78, 7.29, 7.64, 6.93, 6.13} 
 
The designer put some additional light sources 
at position and adjust its rotation, light range, 
spot angle, and intensity based on information 
in Table 3. Then designer will choose one 
lighting combination as the best result. 
Designer conducts the manual assessment to 
the eight generated outputs. As a result, 
designer assessed six of eight outputs have 
been as expected. Fig. 11 shows the eight 
outputs which as expected unless output (e) 
and (h) are assessed less. 
 

  

 

  
 

  
 

  
Fig. 11. Eight outputs that have been chosen 

by the designer as the best results. 
 
As discussed earlier, that the designer 
sometimes still need to adjust the generated 
parameters, Table 4 shows the value of 
parameters that have been adjusted and Table 
5 shows the differences between Table 3 and 
Table 4. 

Table 4: Adjusted value of the parameters. 

Parameter Scene number 
2 

Position {(-1.38, 2.17, 2.94), (-1.35, 
0.93, 2.83), (-1.71, 1.99, 1.36), 
(-3.9, 1.65, 2.38), (-3.87, 0.77, 
2.41)} 

Rotation {(1.514, -186.56, 270.234), 
(2.28, -187.46, 266.161), 
(1.514, -186.568, 270.244), (-
2.196, -166.671, 268.469), 
(2.196, -166.671, 266.161)} 

Range {0.8939784, 0.8939784, 2.38, 
1.886517, 2.01} 

Spot angle {129.827, 69.65274, 98.61172, 
56.84331, 53.71827} 

Intensity {5.78, 7.29, 7.64, 6.93, 6.13} 
 
Can be seen in Table 4 that designer only make 
a minor adjustment. Table 5 shows how much 
is the adjustment has made. (a) (b)

(c) (d)

(e) (f)

(g) (h)
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Table 5: The differences between generated 
and adjusted parameters’ value. 

Parameter Scene number 
2 

Position {(0.38, 0.17, 0.06), (0.15, 0.07, 
0.17), (0.21, 0.01, 0.14), (0.1, 
0.15, 0.12), (0.13, 0.23, 0)} 

Rotation {(10.297, 36.809, 0.185), 
(4.196, 6.05, 0.229), (18.707, 
0.08, 0.005), (0.114, 0.124, 0), 
(4.326, 0.12, 0)} 

Range {0.490223, 0.339451, 0, 
0.118696, 0.065055} 

Spot angle {56.95838, 0, 17.26609, 0, 
4.502560} 

Intensity {0, 0, 0, 0, 0} 
 
As shown in Table 5, average of the 
differences between parameters value which 
generated from the script used in this article 
and the adjustment made by the designer are 
0.28122 in position, 13.758415 in direction 
(rotation), 0.178946 in range, and 15.771406 
in spot angle, while designer can accept all the 
light’s intensity provided by the script. 

5. CONCLUSION 
The research in this article gives good results 
almost in all scenes, but not yet in the scene 
where POV of the camera is a long shot and an 
extreme long shot. This is because there are 
more than eight significant remaining points 
on both POV that causes less accurate in 
merging process. 
The errors as shown in Table 5 can be 
minimized by narrowing the distance between 
dots where the additional light source can be 
placed (Fig. 6) so that the endpoints used to 
place the additional light source closer to the 
merged point. 
If the research in this article will be applied to 
the dynamic camera and or characters, then the 
calculation process cannot be done only when 
the scenes was switched, but on every 
movement of the camera and or characters. For 
that purpose, it is needed more optimization in 
the calculation process so that it can shorten 
the time in producing the desired outputs. 
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